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# Capítulo 1

# Introducción

## Motivación

## Objetivos

### Objetivo General:

Pronosticar series de tiempo de tráfico web y medir el desempeño de modelos aplicados sobre datos extraídos de las páginas institucionales de la U.Na.M.

### Objetivos Específicos:

-Relevar y analizar distintos modelos de pronóstico de series de tiempo de tráfico web.

-Determinar la adecuación de cada uno de los modelos propuestos de la bibliografía a la problemática.

-Definir indicadores para medir el desempeño de los modelos.

-Generar los modelos a utilizar.

-Realizar la evaluación del desempeño de los modelos.

-Validar los modelos.

## Estructura del documento

# Capítulo 2

# Marco Teórico

En este capítulo se presenta el marco teórico del trabajo realizado, comenzando con la definición de tráfico web y series de tiempo, luego con variados ejemplos de la literatura de distintas tecnologías que realizan el pronóstico de series de tiempo de tráfico web finalizando con las formas de medir el desempeño de los modelos.

## Tráfico web

El trafico web es generado por los usuarios de una página web, el trafico web son los datos que se envían y se reciben correspondientes a los usuarios que visitan la página web[1].

## Series de tiempo

Las series de tiempo son un conjunto de valores medidos en orden secuencial en el tiempo[2]; cuando se miden los datos para generar una serie de tiempo, generalmente se toman los valores con la misma separación en tiempo entre cada valor[3].

## Pronóstico de series de tiempo de tráfico web

El pronóstico de series de tiempo se basa en las observaciones pasadas de la serie de tiempo a pronosticar y otras entradas, siendo el proceso de predecir valores futuros de una serie de tiempo [3].

Entre las formas del pronóstico de series de tiempo de tráfico web los autores en[4] proponen de redes *Generative Adversarial model* (GAN)[4] con *Long Short Term Memory* (LSTM)[5] y un perceptrón multicapa (MLP)[6], donde LSTM y GAN actuarían como generador y el MLP como discriminador, para generar series de tiempo dado el conjunto de datos real, finalmente se realizaría el pronóstico con la librería *Prophet*[7] comparando la combinación de tecnologías anteriores con métodos estadísticos, finalmente llegando a la conclusión de que los autores no obtuvieron una diferencia notable[4].

Entre las formas del pronóstico de series de tiempo de tráfico web existe proponen[8] la técnica de redes neuronales *Long Short Term Memory* (LSTM)[5] con entrenamiento asíncrono distribuido, cuya métrica de desempeño que se utilizó según el autor en[8] es la MAE (*mean absolute error*)[9] y la función de pérdida de Huber[10] para probar la precisión del modelo, han logrado un buen grado de asertividad con 200 épocas, en el documento científico[8] menciona obtuvieron una MAE en promedio menor que 30, lo que consideran un buen resultado[8].

Hay otro artículo[1] en el cual se menciona el uso de (*Recurrent Neural Networks*) RNN seq2seq[1] con la ayuda de la arquitectura *encoder/decoder*, el *encoder* es cuDNN GRU (*Gate Recurrent Unit*)[11] ya que realiza la tarea con mayor velocidad en comparación con los tensores regulares, el *decoder* es TensorFlow GRUBlockCell[11], en este documento científico[1] menciona que realizaron algunos cambios al modelo ganador de *Kaggle*[11] como agregar la mediana de 7,30,90 y 180 días, usaron para medir el desempeño del modelo la métrica *Symmetric Mean Absolute Percentage Error* (SMAPE)[12] donde comentan los autores que obtuvieron un SMAPE de 0.349[1].

En otro artículo[13], proponen utilizar un enfoque híbrido de *particle swarm optimization* y *quantum-inspired* resultando en QPSO[13] y redes *Nonlinear autoregressive exogenous* NARX[14] resultando en NARX -QPSO[13] en dicho artículo se menciona que el modelo NARX –QPSO tiene un rendimiento sobresaliente en los resultados comparados con otros modelos[13].

En otro artículo[15] propone un diseño de un sistema *Automated Machine Learning* (Auto ML) [15], una arquitectura neuronal nueva denominada Auto-PyTorch-TS[15] donde lo comparan con otros modelos y demuestran que su modelo tiene un mejor rendimiento[15].

También se propone en el artículo[16] el uso de un modelo combinado

*Prophet* y *light gradient boosting machine* (LGBM)[16] donde se menciona que tiene mejores resultados comparado con modelos individuales[16].

Otra tecnología son las redes bidireccionales LSTM (BI-LSTM)[2] las cuales en este artículo[2] fueron probadas en el conjunto de datos *M3-Competition*[17]el cual se usa para probar modelos de pronóstico de series de tiempo dado que posee distintas categorías, en el artículo[2] mencionan que probaron las redes BI-LSTM sobre el conjunto de datos M3 en el periodo trimestral comparándolo con el modelo *Auto-Regressive Integrated Moving Average* (ARIMA)[3] y otros, donde BI-LSTM tuvo un mejor rendimiento.

## Evaluación de desempeño de los modelos predictivos

El desempeño es la forma de evaluar el modelo, se utiliza para comparar los valores predichos del modelo entrenado, con los valores observados[18]

El *Root Mean Square Errors* (RMSE): el error cuadrático medio sirve para evaluar las diferencias entre los valores predichos por un modelo y los valores observados.

Donde es el valor predicho y es el valor real[9]

El MAE (*mean absolute error*)[9] es una métrica que sirve para medir el error medio absoluto.

Donde es el valor predicho y es el valor real[9],

La métrica *Symmetric Mean Absolute Percentage Error* (SMAPE)[12] básicamente es el error medio absoluto porcentual simétrico.

Siendo el valor pronosticado, es el valor observado y n es el tamaño de la muestra.
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